OpenNOP Demo Lab in Vmware

by emilio at parbul dot com 1 Aug 2012

Looking for a free solution to optimize WAN links (yesterday) I found the following page:

http:/forums.whirlpool.net.au/archive/1865277

The page talk about three solutions ( Opennop, WANProxy and TrafficSqueezer) which most caught
my attention was Opennop.

In order to test OpenNOP I built a Virtual Lab in Vmware Workstation with excellent results :) and
now i want to share with you.

Below is the diagram of the virtual network:
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There are 5 virtual machines:
XP1 and XP2 are Windows XP virtual machines
OpenNop1 and OpenNop2 are OpenNop virtual appliances in routing mode
WANAEM is a open source emulator running as a virutal machine.
(http://wanem.sourceforge.net)

Below you will see a list of Vmx on Vmware Workstation:
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There are 4 Vmware Virtual Swiches “host-only mode”,you need add in the virtual Network Editor
( Menu Edit — Virtual Network Editor) because Vmware by default only have Vmnet0 (bridged),
Vmnet8 (NAT) and vmnet1 (host-only)

I configured WANEM to emulate a Satellite link (64 kbits with 270 ms of delay)

"

TATA WANem Home
TATA CONSULTANCY SERVICES The Wide Area Network Emulator
Performance Engineering Research Centre
About WANalyvzer Basic Maode Advanced Mode Save/Restore Help

WANem commands successfully created

Interface: ethl
Bandwidth(BW) Delay
Choose BW DS-0, Pulse Code Modulation - 64 Kbps | Other- Specify BW(Kbps) 64 Delay time(ms) 273

Interface: eth0
Bandwidth(BW) Delay
Choose BW DS-0, Pulse Code Modulation - 64 Kbps | Other- Specify BW(Kbps) 64 Delay time(ms) 273

[ Apply settings ][ Reset settings ][ Refresh settings ]

[IDisplay commands only. do not execute them

Check current status

And installed JPERF in both XP Machine to test bandwith first with OpenNop desactivated:

= - [=]x]

IPerf
Iperf command: binfiperf.exe -c 10,10.14.1 - 1 -i 1 -p 5001 -F k - 60 l @ ron et l
Choose iPetf Mode: & Clisnk Server address 10.10.14.1 Part 5,001 % —
Parallzl Strearns 1%
3 Server
Application layer options = Bandwidth

[] Enable Compatibility Mode
Transmit 50

) Bytes (%) Seconds

Oukput Format KEits -~
Report Interval 1 2| seconds
Testing Mode [Joual  [] Trade
test port 5,001 %
Repressntative Fils [
[ Print Mss
Transport layer options 2
OukpUE
Choase the protocel to use [1912] ®0.0-40.0 sec 0.00 KEytes UO.00 Kbits/sec ¥ |
@ TP [ ID] Incerwval Transfer Bandwidch
- [1512] 40.0-41.0 sec 5.00 KBytes 65.5 Koits/ssec
[ Buffer Length [1512] 41.0-42.0 sec S.00 KBytes 65.5 Koits/seco
] TP window Size [1512] 42.0-43.0 sec S.00 KBytes 65.5 Hbitsdsec
[1512] 43.0-44.0 sec 5.00 KBytes 65.5 Hbits/sec
[ Max Segment Size Done.
[] TCP Mo Delay
v
) LUDP - [] Clear Output on each Iperf Run




And them with OpenNop activated:

(] - [B]x]

Jrerf

Iperf command: binfiperf.exe -c 10.10.14.1 -P 1 -i 1 -p 5001 -f k -t 60
& iip 2 l i@_ Run IPerfl l
Choose iPerf Mode: (& Client Server address 10.10.14.1 Port 5,001 %
Parallel Streams 1|13
() Server

Application layer options 2 Bandwidth
[[1Enable Compatibility Made
Transrit 60 &

() Bytes  (3) Seconds

Oukput Format KEBits w
Report Interval 1% | seconds
Testing Mode [Joual [ Trade
test port 5,001 &
Representative File E]
[ Print Ms5
Transport layer options 2
Cukpuk
Choose the protocol ko use [151z] Z4.0-35.0 sec 24.0 KEytes 157 Kbits/sec =
& TCR [1912] 35.0-36.0 sec 24.0 EBvtes 127 Ebits/sec
[1912] 36.0-37.0 sec 24.0 EKBytes 197 Kbits/sec
[] Buffer Lenath [1912] 37.0-38.0 sec 32.0 KEytes z62 Kbits/sec
[ TCP Window Size [1912] 53&.0-39.0 sec 24.0 EBvytes 197 Fhits/sec
[1212] 392.0-40.0 sec Z24.0 EBvtes 197 Fkhits/sec
[[] Max Seament Size
] TCP Na Delay Iperf thread stopped [CAUSE=null] I
-
Ouoe
) 2 Clear now [[] Clear Output on each Iperf Run

Ok, there is amaizing but jperf send traffic with the same character and the compression of OpenNop
is in his maximum expression :).

For most realistic test I installed a Ftp server in one XP host (Filezilla server in XP2) and I download
one Excel and one Word document From XP1 (choosed aleatory from my personal documents).

First with OpenNop desactivated:
Simbolo del sistema - fip 10.10.14.1

successful
158 Opening data channel for file transfer.
HEE LR R R S R S R RN R S
226 Transfer OK
ftp: 98816 bytes recibidos en 12.78 segundos 7.78 a KBr/s.
mget 1.XLS7 y
2AA Port command successful
158 Opening data channel for file transfer.
i R RS R R
226 Transfer OK
gtp; 62464 hytes recibhidos en 7.89 segundos 7.92 a KBrs.
A




And them the same files with OpenNop activated:

}mpgesiﬁn de marcas "hash" Activo ftp: (2048 bhytes marca "hash">
tp

ftp>

ftp>

ftp>

ftp>

Ftp>

ftp> mget =

288 Type set to I

mget 1.doc? vy

288 Port command successful

158 Opening data channel for file transfer.

g e L gt g

226 Transfer OK

ftp: 98816 bytes recibidos en 6.58 segundos 15.82 a KBrs.
mget 1.3LSY vy

288 Port command successful

158 Opening data channel for file transfer.
R

226 Transfer OK

gtp; 62464 hytes recibidos en 3,98 segundos 15,67 a KBrs.
t

Not bad I think :D

And that was my first econunter with OpenNop, id go very closely



